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Abstract

Suicide is a leading cause of death for a number of age groups and populations in Australia, and of important public health and policy interest. Accurately identifying trends in suicide for Australia and for smaller population sub-groups is vital for tracking our health as a nation, the effectiveness of our current policy frameworks, and the impact of a range of external shocks. Three somewhat exogenous factors that may have impacted on the level of suicide in Australia or impact on suicide into the future are the recent droughts in many parts of the country; the catastrophic 2019/20 Black Summer bushfires; and the ongoing SARS-CoV-2 or COVID-19 pandemic. Identifying whether those or similar external shocks have impacted on suicide in Australia requires an estimate of what suicide rates in Australia would have been in the absence of such shocks (the counterfactual), and then a measure of whether the observed suicide rates are in fact different to what we might otherwise have expected. This is made difficult by the apparently random variation in suicide on a daily, weekly and monthly basis (or at the very least variation for which the cause is unobservable) and other potential factors that may be impacting on suicide.

The present study investigates monthly deaths by suicide in Australia from 2007-2018, with the aim of identifying trends in suicide over the period and whether there are any consistent monthly patterns. These monthly deaths are analysed separately for males and females, and by State/Territory. The mortality data on suicide and intentional self-harm have been documented and provided by the Australian Bureau of Statistics (ABS) and the Australian Institute of Health and Welfare (AIHW). Apart from exploring and identifying the overall trends and seasonality in the death rates per 100,000 persons, several best-fitting time series models are constructed in order to forecast the number of deaths beyond the observed time period. After checking the forecast accuracies of a few plausible models, a final satisfactory model was chosen for forecasting purposes.
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1 The problem of suicide

According to the World Health Organisation (WHO, 2020), the global age-standardized suicide rate for 2016 was 10.5 per 100,000 persons. More than half (52.1%) of these deaths occurred before the deceased reached 45 years of age, and suicide was the second leading cause of death globally among young people aged 15 to 29 years. Furthermore, as a result of suicide deaths during 2016, an estimated 34.6 million years of life were lost (Naghavi, 2019; WHO, 2020).

Turning to Australia, 3,046 deaths were registered as caused by intentional self-harm during 2018; the most recent year for which data are currently available (Australian Bureau of Statistics [ABS], 2019). Death by intentional self-harm (or suicide) was the 14th most common cause of deaths registered in Australia during this period. Significantly, the median age for those dying by suicide (44.4 years of age), was 27.3 years younger than any of the other top 20 causes of death in Australia during 2018. For deaths registered in 2018, suicide was the leading cause among Australians aged 15 to 44 years, and the second leading cause of death for those 45 to 54-year-old (ABS, 2019). On average, Australians dying by suicide in 2018, lost 36.7 years of life. A total of 105,730 years of life were lost to suicide in Australia during the period (ABS, 2019).

In addition to the human cost, suicide places a very real monetary burden on the Australian economy. The Productivity Commission (2019) estimated that suicide and suicide attempts cost the Australian economy between 16 and 34 billion Australian dollars during the 2018-2019 financial year. It is clear that suicide poses significant public health and economic problems globally and for Australia.

1.1 Suicide and Australian Communities

While suicide presents challenges for the whole Australian community; it is also the case that some Australian communities and individuals are more vulnerable than others to the impacts of suicide. An empirical understanding of who in Australia is more or less vulnerable to death by intentional self-harm continues to be developed. Some of the factors, which have been investigated (to a greater or lesser extent) and may contribute to suicide vulnerability or resilience include: sex, Aboriginal and Torres Strait Islander status, geospatial location, socio-economic status, level of education, social isolation or loneliness, and health service use. It is not in the scope of the current study to measure these factors. However, this study is designed with these factors in mind, with a view to their incorporation within future iterations of our work. This study aims to develop a robust preliminary model, to which further explanatory variables can subsequently be added towards a more detailed understanding of suicide forecasting.

It is well established that males have a substantially higher rate of suicide compared to females in Australia and globally (ABS, 2019; WHO, 2020). In Australia, more than three-quarters of the deaths registered by suicide in 2018 (76%) were male deaths (Australian Institute of Health and Welfare [AIHW], 2020). Even so, females are more likely to be hospitalised due to intentional self-harm (AIHW, 2020). Males tend to make more lethal suicide attempts, and this likely explains the higher death and lower hospitalisation rates when compared to females (Choo et al., 2017). A significant disparity in suicide death rates between Indigenous and non-indigenous Australians has also been well established. Aboriginal and Torres Strait Islander Australians were almost twice as likely to die by suicide compared to non-indigenous Australians, between 2014 and 2018. These higher rates of
Aboriginal and Torres Strait Islander deaths were concentrated within the age groups 15-24, 25-34, and 35-44 years (ABS, 2019). This significant disparity in suicide rates between Indigenous and non-indigenous Australians extends well prior to the 2014 data reported here (for example see: De Leo et al. 2011).

There may be geospatial differences in suicide rates; particularly between metropolitan, rural, and remote areas within Australia. However, the current evidence in support of these differences is somewhat mixed. Qi et al. (2010) and Cheung et al. (2012) found stronger evidence for the clustering of suicide deaths in more remote parts of Australia. Whereas, Torok et al. (2017) examined both fatal and non-fatal intentional self-harm within New South Wales and found a tendency for suicide clusters to occur within metropolitan and coastal regions rather than rural areas. Too et al. (2017) also examined both fatal and non-fatal intentional self-harm data, though for Western Australia. Too and colleagues found evidence for two WA suicide clusters, both in remote locations; and that approximately 64% of suicide attempt clusters identified were in urban or regional areas (Too et al., 2017). Finally, Robinson et al. (2016) conducted a national study to assess spatial suicide clusters for young people (24yrs or younger) and adults (25yrs or older). Three of the five youth suicide clusters found occurred in remote areas, though most identified adult clusters occurred in major cities (Robinson et al., 2016). While mixed, findings suggest geographical variation is an important consideration when determining which Australian communities may be more or less vulnerable to suicidal behaviours. It is possible that differences in suicide rate found by geography are, at least in part, accounted for by associated variations in socioeconomic status.

In Australia, those living in lower socioeconomic status communities may be at higher risk of dying by suicide. In addition, residing within a higher socioeconomic status community might serve as a protective factor against suicide (AIHW: Henley & Harrison, 2019; Kõlves et al., 2015; Too et al., 2018). The observed effect of community-level socioeconomic status on risk of suicide is likely more pronounced for males (as compared to females) (AIHW: Henley & Harrison, 2019; Kõlves et al., 2015; Too et al., 2018). Furthermore, the community level socioeconomic inequalities of suicide risk appear to have widened (AIWH: Henley & Harrison, 2019; Too et al., 2018). Too et al. (2018) examined suicide data for deaths from 1979 till 2013 and found growing social-economic inequality in suicide was primarily associated with declines in suicide rates for high socioeconomic status areas. Though, they also found, increasing rates of suicide for lower socioeconomic status areas was linked to growing socioeconomic inequality in suicide for older males. Somewhat incongruously, AIHW: Henley & Harrison (2019) found that the suicide deaths rate for our least socioeconomically advantaged communities had increased from 11.4 deaths per 100,000 in 2009–10 to 14.6 deaths per 100,000 in 2015–16. This rise in the modelled suicide death rate averaged 3.5% per year and was statistically significant. They found little change in death rate, over the same period, for our most socioeconomically advantaged communities (AIHW: Henley & Harrison, 2019).

Interrogations of American data have underscored the significance of a college-level education on risk of suicide (Case & Deaton, 2017; Phillips & Hempstead, 2020). One recent study concluded that in 2014 American men with a high school education were twice as likely to die by suicide compared with those with a college degree (Phillips & Hempstead, 2020). The authors are not aware of any similar research having been published within an Australian context, mainly due to a historic lack of mortality data with individual-level socioeconomic
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outcomes. There is, however, ongoing work being undertaken as part of an NHMRC Partnership Grant. Initial published findings (Korda et al. 2020) have demonstrated a strong link at the individual level between education and mortality in Australia, with additional preliminary analysis showing that for men suicide had the highest number of excess deaths due to education-related inequalities amongst the 25 to 44 year old population, and the third highest number for those aged 45 to 64 years.

Social isolation, loneliness, and related constructs (e.g. social connectedness) are also potentially important. A recent international systematic narrative review found that both the condition of being alone and the subjective feeling of being alone were associated with suicide attempts and suicidal ideation (Calati et al., 2019). The authors are not aware of any population or community level research investigating any possible connection between social isolation or loneliness and risk of suicide death.

Economists Anne Case and Angus Deaton (2020) have coined the term ‘deaths of despair’, referring to deaths from suicide, drug overdose, and alcohol-related harm. These deaths, the authors argue, are not primarily due to absolute economic outcomes, which have improved or at least remained steady for the vast majority of people in the developed and developing world over recent decades (also documented by Angus Deaton in an earlier (2013) book – The Great Escape). Rather, these deaths of despair are said to be caused by an absence of hope in communities and for individuals, and a deepening sense that current economic and societal structures are not resulting in a fair distribution of resources and status. Case and Deaton (2020) focus their analysis mainly on the United States. Indeed, they argue that the economic system of the USA is one of the primary causes of deaths of despair, and that other developed countries have avoided such high and worsening mortality rates due to a better balance between the role of the market and the state.

Finally, understanding patterns of contact with health services prior to death by suicide may be important towards identifying Australian communities and individuals who are more vulnerable. A recent systematic literature review, undertaken by Stene-Larsen and Reneflot (2019), concluded that accessing primary health care prior to suicide is common even in the final month before death. This finding perhaps highlights an opportunity for suicide prevention within primary healthcare settings. However, a more nuanced investigation of health service use patterns, within an Australian context, is needed to provide more meaningful information. Towards this end, Chitty et al. (2020) have protocolled an Australian population-based case series study designed to describe: health service utilisation in the year prior to death by suicide, and prescribed medicines use in the year prior to death by suicide.

Hospitalised self-harm or psychiatric hospitalisation with a history of self-harming behaviour has been recognised as a risk factor for suicide death (Bickley et al., 2013; Hunt et al., 2009; Mitchell & Cameron, 2017; Singhal et al., 2014). The authors are aware of one study investigating service use and mortality of Australian hospitalised self-harm patients, with a matched population comparison group (Mitchell & Cameron, 2017). Mitchell and Cameron (2017) found that individuals hospitalised for intentional self-harm experienced higher hospital-based health service use in the 12 months pre and post the index admission and a higher suicide rate compared to their matched non-injured counterparts. Service use due to non-fatal intentional self-harm may be important to understanding vulnerability to suicide.

1 https://researchdata.edu.au/whole-of-population-care-australia/1347953
1.2 COVID-19 and Bushfires: Recent challenges to the resilience of Australian Communities

At the time of writing, Australia had not yet recovered from a severe drought and the most devastating summer of bushfires (in terms of hectares burned in close proximity to urban centres) in recorded history. As far as the authors are aware, there is no data available on the effects of suicide due to these two external shocks. However, social survey data (reported in Biddle, Edwards, et al., 2020) showed that more than half (53.6 per cent) of adult Australians felt anxious and worried due to the bushfires.

Following on from the devastating bushfires, Australia is currently experiencing its worse public health crisis since at least 1918/19 and its worst economic downturn since the Great Depression in the 1930s. The spread of SARS-CoV-2 and the associated condition COVID-19 has led to significant social, economic and health impacts. At the time of writing (August 28th), there were 25,451 confirmed cases and 584 confirmed deaths from COVID-19. After a substantial decline in May and June, rates of both were higher than they had ever been in early to mid-August, particularly in Melbourne and parts of regional Victoria, but had begun to decline again in late August.

There has been speculation that the COVID-19 pandemic and associated economic and social dislocation will lead to higher rates of suicide in Australia (Deady et al., 2020). Having never experienced a crisis like this in modern times, it is hard to know for sure whether this will be the case as the effect of individual or even community economic and social decline is not necessarily a good indication of the effect of national or international economic, social and public health shocks. Survey data has, however, demonstrated an increase in some of the factors that predict suicide, with Biddle et al. (2020a) showing that the Kessler-6 measure of psychological distress had increased significantly and substantially between February 2017 and April/May 2020, including for a longitudinal sample of respondents. Furthermore, the increase in psychological distress was much greater for young Australians with older Australians experiencing steady, or even slightly improving mental health on this measure. More directly, Biddle et al. (2020b) showed that in April 2020 almost exactly two-thirds (66.6 per cent) of Australians report that they ‘felt anxious or worried for the safety of yourself, close family members or friends, due to COVID-19.’

There are, however, some measures that may be predictive of suicide that have declined for certain population groups, potentially mitigating or counteracting the more negative effects of COVID-19. Biddle et al. (2020b) showed that people were more confident in a range of institutions, more satisfied with the direction of the country, and more likely to trust those in the community. Biddle et al. (2020c) also showed that people were more likely to report that their consumption of alcohol and other illicit substances had declined during the initial months of the spread of COVID-19 than say that it had increased (though there is significant uncertainty around this change, as other estimates in the paper suggest a slight increase in consumption).

The only publicly available data at the moment suggests that suicide rates in Australia have been steady, at least in the early part of the COVID-19 period. The Coroners Court of Victoria (2020) reported 466 deaths by suicide between January 1st and August 26th 2020, roughly equivalent to the 468 deaths over the same period in 2019 and 461 deaths over the same period in 2018 (despite a slightly larger population).
Capturing the actual impact of these external shocks on suicide in Australia requires accurate and sufficiently disaggregated data. If increases (or decreases) in suicide for a given month, year, or population group are within the range of observed fluctuations in the absence of such shocks, then it is more difficult to claim that any changes are due to observed factors.

1.3 The importance of suicide monitoring and forecasting

Monitoring suicide deaths facilitates a more comprehensive understanding of Australia’s community level health status and needs. This, in turn, has the potential to inform public health and broader service planning. Accurate suicide monitoring also enables the efficacy of suicide prevention and intervention initiatives to be assessed. Suicide monitoring further provides opportunities to measure the impact of large events such as the recent Black Summer bushfires and the COVID-19 pandemic.

Forecasting suicide deaths, at a meaningful aggregate level, provides additional potential benefit. Primarily, a comparison of observed data with forecast data allows for an assessment as to whether the number of deaths observed is more or less than what might be expected given historical data. If robustly and carefully implemented, improved capabilities in these areas have the potential to profoundly and positively impact Australian individuals and communities.

1.4 The Australian Government National Suicide and Self-Harm Monitoring Project

The Australian Government held a National Suicide Prevention Summit in December 2018 and subsequently committed to prioritising suicide prevention as a whole-of-government issue and a Council of Australian Governments (COAG) priority (NMHC, 2019). This commitment included both strengthening the delivery of suicide prevention interventions and establishing a national system for the timely collection and communication of self-harm and suicide data. Subsequently, the National Mental Health Commission (NMHC), the Australian Institute of Health and Welfare (AIHW), and the Department of Health have collaborated to progress the National Suicide and Self-Harm Monitoring Project (NMHC, 2019). The current study is being undertaken, independently by the authors, towards supporting the AIHW in their work towards the National Suicide and Self-Harm Monitoring Project.

1.5 Aims and overview of the present study

The focus of this paper is explaining the observed patterns of suicide in Australia, as well as what the rates of suicide might be if these patterns continue. With the increased availability of (hopefully) more accurate data on suicide (as outlined below), as well as a real policy need to understand changes in as close to real-time as possible, it is important to better understand these patterns so any new data that does become available can be compared to existing trends and variation.

Our specific aims are to make the best use of currently available Australian suicide deaths data from 2007 – 2018 inclusive to:

1. Investigate possible trends and seasonality in suicide death rates;
2. Train and test various forecasting models to robustly predict suicide death rates; and
3. Use the most robust forecasting model to predict suicide death rates beyond currently available Australian suicide deaths data.

With these aims in mind, the remainder of the paper is structured as follows. In Section 2, we outline the data and methods used in this paper, including definitions and data sources. In
Section 3 we present our descriptive analysis, whereas in Section 4 we present our forecasting model (including an analysis of the performance of five different, commonly used models). Section 5 provides some concluding comments and discussion of future work.

2 Methods, definition, production, and reporting of Australian suicide statistics

2.1 Definition of suicide and production of Australian suicide statistics

Deaths by suicide in Australia are currently coded, by the Australian Bureau of Statistics, to International Classification of Disease 10th Revision (ICD-10, 2004) codes X60-X84 and Y87.0. These codes stipulate that a person intentionally harmed themselves and that death resulted from this action. Accordingly, this includes individuals who intended to end their lives, as well as those who intended to harm themselves but did not necessarily intend to die. For the current study, authors rely on ABS coding to these ICD-10 codes. Subsequently, suicide will be defined as deaths determined to have resulted from intentional self-harm; regardless of whether the deceased intended to die.

The production of Australian suicide statistics involves the collaboration of different jurisdictions and organisations. The legal requirements governing whether a death is reportable to the coroner vary between Australian state and territory jurisdictions. Nonetheless, where a death may be by suicide, the process is such that it should generally be reported to the local coroner for investigation and determination (ABS, 2019; AIHW: Harrison et al., 2009).

Each jurisdiction, again, has different (though similar) legislation governing coronial inquiries and reporting. Once a case has been opened with the coroner, preliminary details will be recorded at the level of the state or territory jurisdiction using a local case management system. Each jurisdiction then later enters information to the National Coroners Information System (NCIS). Information may be uploaded, by the local jurisdiction, to the NCIS as the coronial enquiry progresses or only at the completion of the investigation (ABS, 2019; AIHW: Harrison et al., 2009).

Australian Bureau of Statistics (ABS) officers assess the NICS and code information for the cause of death according to the ICD-10. The current coding and data revisions processes applied by the ABS have been applied to deaths registered after 1 January 2007. Where a coronial enquiry remains open on the NCIS or where the coroner has not made a determination of intentional self-harm or assault and the mechanism of death indicates a possible suicide; ABS coders assess available data as to whether there is sufficient evidence to indicate the death was a suicide. For deaths registered prior to 1 January 2007, coding rules required a coroner determination around intent before a death could be coded as a suicide. However, for a range of reasons, in some instances, the coroner does not make a finding on intent. As such, these new coding guidelines were designed to improve data quality (ABS, 2012; AIHW: Harrison et al., 2009).

Currently, the ABS aims to release Preliminary data to the public 15 months after the end of the reference period. The ABS then reviews coronial cases for updated information on the NCIS; producing a Revised data 12 months after the initial processing, and Final data 24 months after initial processing (ABS, 2019; AIHW: Harrison et al., 2009). Reference dates and the revisions processes are undertaken according to the year in which the death was registered (not necessarily the year in which the death occurred). This revisions process was
instigated for deaths registered from 1 January 2007. Prior to this, deaths were processed only once by the ABS (ABS, 2019; AIHW: Harrison et al., 2009).

After consideration of probable impacts to the data as a result of both improvements made to coding practices and the implementation of the revisions, this study will include data for deaths registered from 1 January 2007 onwards only.

The ABS’s annual Causes of Death publications, with the exception of a single available download ‘Causes of Death by Year of Occurrence (Australia)’, present all deaths (including those resultant from intentional self-harm) by the year in which the death was registered; not necessarily the year in which the death occurred. Year of registration indicates the collection cycle in which a record was included in ABS counts. This includes all deaths registered in Australia and received by the ABS prior to the end of the March quarter the subsequent year; and deaths registered prior to the reference year, but not previously received by the ABS (ABS, 2019). The current study will utilise date of death information; not year of death registration (except as it is relevant to data quality considerations due to the data revisions processes). Date of death provides a more accurate information upon which to monitoring suicide and forecast future suicide deaths, though it does create challenges for the most recent years of data (which we address below).

2.2 Method of analysis
2.2.1 Sample
The sample included individuals deceased in Australia as a result of intentional self–harm, where the individuals’ died and their death was registered between the years 2007 and 2018 inclusive.

All data were extracted from the National Mortality Database by the Australian Institute of Health and Welfare (AIHW) and provided to the authors. Suicide deaths were defined as those, by the ABS using information available from the NCIS, to ICD-10 codes X60-X84 and Y87.0. National monthly suicide deaths count data were provided for each month where the date of death and the year of registration fell between 2007 and 2018 inclusive. Data were disaggregated by state/territory of usual residence and by sex.

In order to adjust for delays in the registration of deaths, we estimated an adjustment factor based on historical data. Specifically, we estimated the proportion of deaths that occurred in a given month for each year from 2007 to 2016 that were registered in the subsequent year, or the subsequent two years. We then averaged these proportions across the sample, and took the reciprocal of these proportions as the adjustment factor. For 2017 data, we use an estimate of the proportion of deaths that are typically registered in two or more years after the given month of death as the adjustment factor. For 2018 data, we use an estimate of the proportion of deaths that were registered in one year or more after the given month of death as the adjustment factor. Table 1 gives the one and two-year adjustment factors for each month.
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Table 1  Adjustment factors for delays in death registration – By month

<table>
<thead>
<tr>
<th>Month</th>
<th>Two-year adjustment (applied to 2017)</th>
<th>One-year adjustment (applied to 2018)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>1.00157</td>
<td>1.00755</td>
</tr>
<tr>
<td>February</td>
<td>1.00145</td>
<td>1.00984</td>
</tr>
<tr>
<td>March</td>
<td>1.00262</td>
<td>1.01195</td>
</tr>
<tr>
<td>April</td>
<td>1.00297</td>
<td>1.01060</td>
</tr>
<tr>
<td>May</td>
<td>1.00486</td>
<td>1.01488</td>
</tr>
<tr>
<td>June</td>
<td>1.00097</td>
<td>1.01904</td>
</tr>
<tr>
<td>July</td>
<td>1.00285</td>
<td>1.02343</td>
</tr>
<tr>
<td>August</td>
<td>1.00380</td>
<td>1.03610</td>
</tr>
<tr>
<td>September</td>
<td>1.00529</td>
<td>1.05114</td>
</tr>
<tr>
<td>October</td>
<td>1.00458</td>
<td>1.07768</td>
</tr>
<tr>
<td>November</td>
<td>1.00646</td>
<td>1.15935</td>
</tr>
<tr>
<td>December</td>
<td>1.00697</td>
<td>3.15317</td>
</tr>
</tbody>
</table>

2.3 Analytic Strategy

As outlined in Table 2, no preliminary data were provided to the authors for death registered in 2008 or 2009; no revised data were provided for deaths registered in 2007 or 2008. No further data were reported as missing. Nonetheless, death count data for December 2018 were excluded from the data set. Although we applied the above adjustment factors to this data point, the estimated value was still substantially lower than what would have been expected based on previous observations for December. This may have been due to actual variation in suicide, but we could not rule out particularly long delays in reporting. Data analyses were undertaken using “R” and the ‘forecasting’ package (Hyndman & Athanasopoulos, 2018) or STATA.

After adjusting for delays in registration, a time-series plot was generated for Australian monthly suicide death counts, including all available Preliminary, Revised, and Final suicide death count data versions separately. A visual analysis (provided below) was used to determine whether Preliminary and Revised death count data are sufficiently similar to the Final version, and therefore useable for further analysis.

2.4 Calculation of monthly suicide death rates per 100,000 persons

The Australian population has grown over the time period under study and, all else being equal, this will lead to an increase in the number of deaths for a given year. There are two ways in which this can be taken into account in the analysis. The first option is to convert the counts of the number of deaths into rates, by dividing by a relevant population estimate. This creates a continuous variable that can be modelled using relevant techniques (described below).

The second alternative with a changing population is to keep the data as counts and model using either a Poisson or Negative Binomial (if there is over-dispersion) with an exposure variable. An exposure variable in these models indicates the number of times an event could have happened (i.e. the total population at risk) and is transformed into a natural-log, and then incorporated in the model with the coefficient restricted to be equal to 1. In this paper, we focus on the use of rates, as modelling rates is less reliant on distributional assumptions. However, we test the sensitivity of this choice by also estimating a Negative Binomial model. Regardless of the model chosen, predictions can be converted to and from rates and counts at the post-estimation stage.
The ABS publishes quarterly Australian resident population estimates; nationally for each state and territory. Population estimates are based on the results of the most recent Australian Census of Population and Housing, with adjustments to account for interim natural increase, overseas migration, and interstate migration. Population estimates for all quarters commencing January 2007 to January 2019 were retrieved from the ABS website, by state/territory and by sex.

To account for population growth and create equivalence across state/territory jurisdictions (of different-sized populations) monthly death rates per 100,000 persons were computed. Death rates were calculated as \( DR = \left( \frac{\text{# deaths}}{\text{population}} \right) \times 100,000 \); where ‘# deaths’ are monthly suicide death counts and ‘population’ is a monthly population estimate generated through linear interpolation of the relevant quarterly ABS population estimates (ABS, 2020). Linear Interpolation was chosen because quarterly population estimates appeared to have a linear growth within the periods. Monthly population estimates and death rates were calculated separately for each state/territory jurisdiction, nationally, and nationally by sex.

It should be noted that we do not adjust for the changing age structure for the Australian population when constructing rates through time. In our paper, this will be captured by the estimated trend component (either positive or negative, depending on whether more or fewer Australians are alive in the age brackets with the highest suicide rates). Changes in age structure can be captured using age-specific suicide rates, which is beyond the scope of this paper.

2.5 Investigate trend and seasonality within monthly suicide death rates data

Firstly, a visual investigation of possible seasonality or trends within monthly suicide death rates data was undertaken. To allow visual investigation of any trends in monthly suicide death rates per 100,000 persons for the period January 2007 to November 2018 inclusive; time series plots with overlayed locally weighted scatterplot smoothing (Loess) Cleveland and Devlin 1988; Jacoby, 2000) curve were generated. Loess curves provide a graphical summary of the relationship between variables; without the requirement for prior specifications about the nature of the structure of any relationship (e.g. a linear relationship). Loess, therefore, allows for the exploration of relatively complex relationships between variables. Seasonal, polar seasonal, and seasonal subseries plots were drawn to visualize possible seasonality.

Secondly, Seasonal and Trend decomposition using Loess (STL) was used as a more formal means of identifying and isolating trend, seasonal, and remainder components of the monthly suicide death rates time series (for a detailed overview of the method see Cleveland et al. 1990). For the current study, the trend component refers to any significant pattern of increased or decreased rate of suicide deaths across the years 2007 to 2018. Seasonality refers to any significant pattern of increased or decreased rate of suicide deaths within the years 2007 to 2018 (i.e. are particular months associated with consistently higher or lower rates of death). The remainder is the component of the data not accounted for by neither trend nor seasonality. The STL decomposition model is robust to outliers and is designed for additive time series (where the time series data is equal to the sum of the trend, seasonal, and remainder components). Being able to handle additive and multiplicative time series, it is entirely automatic (i.e. data-driven) and tends to be highly robust to outliers and level shifts in the data. It would result in a stationary process that would be easier to understand, model, investigate and to predict, as the way they change becomes predictable. Once the
decomposition had isolated the patterns in the series and extracted the three components of the time series, forecasting models were built and displayed.

Thirdly, two time series regression models were implemented as a further means of quantifying possible seasonal and trend components within the monthly suicide deaths rates time series. For both models, the dependent variable was the average daily suicide death rate by month per 100,000 persons. Both models included months of the year as dummy dependent variables and January as the base case. Model 2 also includes a single lagged suicide death rate dependent variable in order to test explicitly whether the suicide rate observed in the month prior to a given month had an association with that month’s rate. These regression models allow for the estimation of robust parameters explaining any variance in the data over our observation period (January 2007 to November 2018).

2.6 Train, test and apply monthly suicide death rate forecasting models

The full January 2007 till November 2018 monthly death rate time series data were split into training and testing datasets at a ratio of 75:25. The training dataset, January 2007 till December 2015 was used to identify and fit various forecasting models. The testing dataset, January 2016 till November 2018, was used to test each of the forecast models. The R ‘forecast’ package (Hyndman & Athanasopoulos, 2018) was used to train and test five separate forecasting models. The R ‘forecast’ package is able to apply a range of automatic univariate forecasting models.

For each model, point forecasts for predicted monthly rates of suicide January 2016 till November 2018 were plotted against the observed values for those months. These plots allowed for a visual interpretation of performance for each model. Included with these plots were 80% and 95% prediction intervals, which capture an estimate of an interval within which the test observations will fall with the respective probabilities, given the observed range in the training data.

The accuracy of each model was also more formally assessed using the Mean absolute percentage error (MAPE). The MAPE measure captures the difference between values predicted by the forecast model and observed values, expressed in percentage terms (Hyndman & Koehler, 2006; Ord & Fildes, 2012). Diagnostics of residuals were then checked for models with the highest accuracy. Residuals are the variance remaining in the data after fitting a time series model. A strong forecasting model will yield residuals that are uncorrelated and have a zero mean. Further, the calculation of prediction intervals will be simpler if residuals are additionally normally distributed and have a constant variance. A time series plot of residuals, histogram of residuals, and auto-correlation plots were used to examine these attributes for the residuals of models with highest accuracy.

The most accurate and best-fitting model was used to forecast monthly suicide death rates for December 2018 till December 2020. Point estimates with 80% and 95% confidence intervals were generated for predicted values.

The following five time series models were trained and tested:

2.6.1 Exponential Smoothing State Space Model.

The exponential smoothing state space (ETS) Model (Gardner, 1985, 2006; Hyndman et al., 2008) allows for seasonal and/or trend component to be incorporated into the model. The model handles additive and multiplicative trend and/or season components.
2.6.2 Autoregressive Integrated Moving Average Model.
Using an autoregressive integrated moving average (ARIMA) model (Box et al., 2011; Brockwell & Davis, 2016; Pena et al., 2011) is necessary to capture the effects of autocorrelation in a time series dataset. The ARIMA model includes parameters for seasonality, trend, as well as autoregressive and/or moving average terms to account for any autocorrelation. ARIMA time series analysis assumes that the underlying time series is stationary or can be made stationary by differencing it 1 or more times. This is known as the ARIMA \((p, d, q)\) model where \(d\) denotes the number of times a time series has to be differenced to make it stationary. The procedure that was used to estimate the ARIMA model automatically chooses the best model based on the performance metrics such as the AIC value.

2.6.3 Exponential Smoothing State Space Model with Box-Cox Transformation, ARMA Errors, Trend and Seasonal Components Model.
Exponential smoothing state space model with Box-Cox transformation, ARMA errors, trend and seasonal components (TBATS) Model (De Livera et al., 2011) model is designed to model complex seasonal patterns such as when there are multiple seasonal periods or cyclic patterns (e.g. daily, weekly, monthly or yearly patterns) within a single time series.

2.6.4 Seasonal Decomposition of Time Series by Loess Model.
Seasonal decomposition of time series by Loess decomposes a time series into seasonal, trend and remained components using loess model (Bergmeir et al., 2016). Forecasts of STL objects are obtained by applying a non-seasonal forecasting method to the seasonally adjusted data and re-seasonalising using the last year of the seasonal component.

2.6.5 Neural Network Autoregression Model.
Neural network autoregression (NNAR) model (Crone et al., 2011), is a feed-forward neural networks model with a single hidden layer and lagged inputs for forecasting univariate time series. Artificial neural networks are forecasting methods based on simple mathematical models of the brain. They allow complex nonlinear relationships between variables. The NNAR model used has three components: \(p, P\) & \(k\). \(p\) denotes the number of lagged values used as inputs, \(P\) denotes the number of seasonal lags, and \(k\) denotes the number of hidden nodes present.

3 Results – Describing monthly suicide rates
As shown in Figure 1, there appeared to be no meaningful differences between the National Preliminary, Revised, and Final monthly death count data versions for the time periods between January 2007 and November 2018 when such data was available. Consequently, the latest available data were used for all further analyses. The latest available data is preliminary for 2017 and 2018, revised for 2016, and final for 2007 to 2015 inclusive. Figure 2 presents the time series plot of all latest available monthly Australian suicide deaths count data, for the same period.
Figure 1   Available Preliminary, Revised, and Final Monthly Australian Suicide Death Count Data: January 2007 to November 2018

Figure 2   Monthly Counts of Suicide Deaths in Australia: January 2007 to November 2018

3.1 Exploring monthly Suicide Death Rates per 100 000 Persons

Figure 3 presents a time series plot of the calculated Australian suicide death rates per 100,000 persons, for the period January 2007 to November 2018 inclusive. Figure 4 presents a time series plot of the calculated Australian suicide death rates per 100,000 persons by gender for the same time period. See Appendix A for additional time series plots presenting the calculated monthly death rates separately for each state and territory jurisdiction. For all of the time series, the red line is the fitted Loess regression line.
A visual analysis of Figure 3 highlights the possible trend component of the data. Death rates appear to have increased from 2010 till 2015, and then fluctuated thereafter with a potential decline between mid-2017 and late-2018. An examination of Figure 4 suggests that, overall, this trend is quite similar for males and females. However, death rates for males appear to have been approximately three times greater than for females at any given point in time.

By the end of the period, suicide rates were highest in the Northern Territory, Queensland, and Western Australia. Looking at the State/Territory specific plots, there appears to have been a positive trend in suicide rates in NSW, Queensland and, to a lesser extent, Western Australia. The other States/Territories had a relatively flat profile, with no jurisdictions exhibiting a noticeable downward trend.

Figure 3  Monthly Australian Suicide Death Rates per 100,000 Persons: January 2007 to November 2018

Note. The red line is an overlayed loess regression curve.
Figure 4  Monthly Australian Suicide Death Rates per 100,000 Persons by sex: January 2007 to November 2018

Note. The red lines are overlayed loess regression curves

The time series data set was assessed to be an additive model, because the magnitude of season fluctuations do not appear to vary with the level of the series. Taken together, a visual inspection of Figures 5, 6, and 7 provide information about possible seasonal components of the data. Figure 5 presents a time series plot of monthly suicide death rates separately for each year, using a more conventional horizontal axis. Figure 6 presents the same information using polar coordinates, which make the time series axis circular rather than horizontal. Figure 7 presents a seasonal subseries plot, where data for each month are displayed as a separate mini time series.

Figures 5, 6, and 7 also show the presence of likely outliers for most years of the time series. During 2018 the highest monthly suicide death rate occurred in July, whereas for other years July had a relatively low rate of suicide deaths. For 2007 one of the lowest observed monthly suicide death rates occurred in December, a month which tended to have higher relative rates of suicide deaths within the other years of the time series. We did not explore any potential causal models for these outliers, but note that they may be due to either random variation, or external factors specific to that month and year. Outliers notwithstanding, Figures 5, 6, and 7 do show possible seasonal patterns, with the lowest suicide rates having occurred in April and June (around 0.85 deaths per 100,000 people) and the highest rates in January (around 1.07 deaths per 100,000).
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Figure 5  Seasonal Plot of Monthly Australian Suicide Death Rates per 100,000 Persons: January 2007 to November 2018

Figure 6  Polar Seasonal Plot of Monthly Australian Suicide Death Rates per 100,000 Persons: January 2007 to November 2018
3.2 Modelling seasonality and trend in monthly suicide

In our next set of descriptive analysis, time-series regression models were implemented as a means of identifying possible seasonal and trend components within the monthly suicide deaths rates time series.

The first step in any time series analysis is to test for stationarity or the presence of a unit-root. Specifically, a time-series has a unit root if the association between a value in time t and value in time t-1 (known as the lagged dependent variable) has a value of one. If the time series does have a unit-root, then standard linear regression models can produce invalid estimates as the assumptions around the independence of error terms are violated and the effect of a ‘shock’ to the system does not decay through time. In the absence of a unit-root, however, standard models are more robust.

In order to test for stationarity, we undertook the Augmented Dickey-Fuller test (Becketti, 2013) with and without a trend term and with up to three lags. For all estimations, we are able to reject the null hypothesis of a unit root.2

We then re-estimated the Augmented Dickey-Fuller test with 12 lags. That is, explicitly allowing for the suicide rate in a given month to be correlated with the rate in the same month, one year prior. We were not able to reject the null hypothesis with 12 lags (test statistic = -2.501, p-value = 0.3274) strongly suggesting that seasonal factors are likely to be leading to a non-stationary series, and that any time series modelling of suicide needs to account for this. Confirming this, we then differenced the suicide rate by 12 months (subtracting the rate in time t-12 from the rate in time t), and found that this was a stationary series (test statistic = -4.622, p-value = 0.0009). This strongly suggests that any modelling of

---

2 The most detailed model, with a trend and three lags, gave a test statistic of -5.439 and a p-value of 0.0000
suicide rates should either adjust for seasonal effect by differencing, or through seasonal dummies, as outlined below.

The results of the regression models with a trend and seasonal dummies are consistent with the trend and seasonal time series plots presented in the previous section.¹ Beginning with the seasonal factors, the results of the regression analyses suggest that January had the highest rate of suicide deaths (though there was no significant difference between the months of January and February). The lowest suicide death rates occurred during the months of April through to July (and June in particular). The death rate for other months (March, August, September, October, November, and December) fell somewhere in between that of January and the period April through to July. The (linear) trend term is positive, showing that controlling for seasonal factors, suicide death rates are higher on average at the end of the period compared to the start of the period.

We can quantify the size of these associations in terms of the overall Australian population (using Model 1). The month of June had an average of 0.006 fewer deaths each day per 100,000 persons compared to January, or 1.4 fewer deaths per day for a population of 25 million persons. By the end of the time series, we predict an average of 43.2 additional people died by suicide per 31-day month for a population of 25 million Australians, when compared to the number of suicide deaths at the beginning of the time series, and controlling for growth in the size of the Australian population.

Results of model 2 found a significant positive association between the rate of suicide deaths and single lagged rate of suicide deaths. A comparison of Model 1 and Model 2, shows that this positive association did not change the direction or statistical significance of the other variables in the model. This result suggests that controlling for trend and seasonality, the rate of suicide deaths in a given month was positively correlated with the rate of suicide deaths in the subsequent month.

¹ The model results also hold when we estimate a Negative Binomial model, with the Australian Estimated Resident Population incorporated as an exposure variable. That is, the Negative Binomial regression finds a significant positive trend, a correlation with the lagged dependent variable, and the same months being significantly different from the omitted category (January).
### Table 2: Time Series Model of Estimated Average Daily Suicide Death Rates by Month: January 2007 to November 2018

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged adjusted death rate</td>
<td>0.20103</td>
<td>**</td>
<td>-0.00111</td>
<td>**</td>
</tr>
<tr>
<td>February</td>
<td>-0.00077</td>
<td>*</td>
<td>-0.00248</td>
<td>**</td>
</tr>
<tr>
<td>March</td>
<td>-0.00229</td>
<td>**</td>
<td>-0.00483</td>
<td>***</td>
</tr>
<tr>
<td>April</td>
<td>-0.00494</td>
<td>***</td>
<td>-0.00431</td>
<td>***</td>
</tr>
<tr>
<td>May</td>
<td>-0.00346</td>
<td>***</td>
<td>-0.00300</td>
<td>***</td>
</tr>
<tr>
<td>June</td>
<td>-0.00346</td>
<td>***</td>
<td>-0.00270</td>
<td>***</td>
</tr>
<tr>
<td>July</td>
<td>-0.00214</td>
<td>**</td>
<td>-0.00187</td>
<td>*</td>
</tr>
<tr>
<td>August</td>
<td>0.00004</td>
<td>***</td>
<td>0.00004</td>
<td>***</td>
</tr>
<tr>
<td>September</td>
<td>0.03174</td>
<td>***</td>
<td>0.02566</td>
<td>***</td>
</tr>
<tr>
<td>October</td>
<td>-0.00267</td>
<td>***</td>
<td>-0.00264</td>
<td>***</td>
</tr>
<tr>
<td>November</td>
<td>-0.00182</td>
<td>*</td>
<td>-0.00174</td>
<td>*</td>
</tr>
<tr>
<td>December</td>
<td>0.00004</td>
<td>***</td>
<td>0.00004</td>
<td>***</td>
</tr>
<tr>
<td>Adjusted R-Squared</td>
<td>0.4828</td>
<td>***</td>
<td>0.5016</td>
<td>***</td>
</tr>
<tr>
<td>Number of observations</td>
<td>143</td>
<td></td>
<td>142</td>
<td></td>
</tr>
</tbody>
</table>

Notes: *p<.01, **p<.05, ***p<0.01

3.3 Decomposing seasonal and trend components

Seasonal and Trend decomposition using Loess (STL) was used as a more formal means of identifying and isolating trend, seasonal, and remainder components of the monthly suicide death rates time series using a more flexible model than that provided in the previous subsection. The data plot presents full time series data for monthly suicide death rates per 100,000 persons. The trend plot presents the overall trend component of the time series data, given by the loess curve. The seasonal plot presents the estimated seasonal component of the time series data. The remainder plot shows the component of the data not explained by the trend or seasonality. The grey bars on the far right of each plot are range bars and indicate the relative magnitude of each decomposed component (and the amount of variance in the original data each component accounts for). The results of this STL analysis are shown in Figure 8.

This more formal analysis supports the visual description provided earlier, controlling for both random variation and seasonal factors. It also extends the econometric analysis by allowing for a far more flexible trend term. Doing so shows that death rates appear to have been reasonably steady up until 2010, increased from 2010 till 2015, and then fluctuated thereafter. The small decline into 2018 implied in the visual description earlier does not appear to have been maintained in the more formal decomposition presented below.
4 Results – Building a projection model for monthly deaths

From a policy perspective, an important question regarding suicide is what the likely rate will be over subsequent periods if current trends and observed patterns continue. This allows for resource planning, but perhaps more importantly, allows for observed rates to be compared to a data-driven counterfactual. For example, using the linear model presented in Table 2 or some of the more flexible models outlined in this section, we could create a projection of what the suicide rate would be in April, or May of 2020 (or beyond) if pre-COVID-19 trends continued. If the observed suicide rate was significantly higher than what was projected, then this gives *prima facie* evidence that the spread of COVID-19 has led to increases in suicide. Furthermore, by adding plausible values around these projections, we can also estimate whether the increase is within the variation observed in previous periods.

As described earlier, in order to build and test different projection models, we split our data into two periods using the ratio of 75%:25% as training: testing datasets. Specifically, the training data (from 2007 till the end of 2015) is used for generating or learning the model and the testing data (2016 till November 2018) is used to test the model’s accuracy. We outline five models below, and then give diagnostic tests of their ability to fit the data. Unlike the econometric model described in Table 2 above where we were interested in parameter values rather than prediction accuracy, in this section, we allow for more flexible, data-driven specifications in our projection model (nonparametric forecasting models).

4.1 Building projection models

4.1.1 Model 1: Exponential Smoothing State Space Model

Figure 9a fits an exponential state space smoothing (ETS) (A,N,A) with additive error, no trend and additive seasonality model which automatically optimizes the choice of model parameters. Point forecasts for the next 36 months are shown with a red line, which roughly matches the historical pattern of the data. Figure 9b gives an 80% (dark red) and 95% (light
red) prediction intervals where the 95% interval covers the test data well, which means the point forecasts with a 95% prediction interval are good, i.e., the point forecasts contain a range of values which should include the actual death rates in the test data with a 95% probability.

Figure 9a and 9b ETS forecasts of monthly death rates per 100,000 persons

4.1.2 Model 2: Autoregressive Integrated Moving Average Model

Figure 10 fits an Autoregressive Integrated Moving Average Model (ARIMA)(1,1,1)(2,0,0)[12] model, which denotes a monthly data with non-seasonal differencing by 1, AR order 1 and MA order 1 and seasonal differencing by 2, AR order 0 and MA order 0 for the seasonal parts. A forecast for the next 36 months is shown in red with 80% and 95% prediction confidence intervals in Figure 10b. Notice that the forecasts roughly match the historical pattern of the
data but it probably does not look as good as the ETS model, especially when some test data appear to be out of the 95% prediction interval. The ETS model may be a result of a better fit to the data, but that decision can be made visually.

Figure 10a and 10b ARIMA forecasts of monthly death rates per 100,000 persons

### 4.1.3 Model 3: Exponential Smoothing State Space Model with Box-Cox Transformation, ARMA Errors, Trend and Seasonal Components Model

The third model trained is a versatile exponential smoothing state space model with Box-Cox transformation, ARMA errors, trend and seasonal components (TBATS), given by Figure 11a. Point forecasts for the next 36 months are shown with a red line, which roughly matches the historical pattern of the data. Figure 11b gives an 80% (dark red) and 95% (light red) prediction
intervals where the 95% interval covers the test data well, which means the point forecasts with a 95% prediction interval are good, i.e., the point forecasts contain a range of values which should include the actual death rates in the test data with a 95% probability. The results are somewhat closer to the ETS model.

Figure 11a and 11b: TBATS forecasts of monthly death rates per 100,000 persons

4.1.4 Model 4: Seasonal Decomposition of Time Series by Loess Model STL

The fourth forecasting model is seasonal decomposition of time series by loess (STL), which decomposes a time series into seasonal, trend and irregular components using loess. Forecasts of STL objects are obtained by applying a non-seasonal forecasting method to the seasonally adjusted data and re-seasonalizing using the last year of the seasonal component.
In the forecasts given by Figure 12a and Figure 12b, we can see the figures for point forecasts and with prediction intervals respectively. STL appears to over-predict with larger death rates that increase with time.

**Figure 12a and 12b**  
STL forecasts of monthly death rates per 100,000 persons

---

**4.1.5 Model 5: Neural Network Autoregression Model**

In the final forecasting model, the neural network autoregression (NNAR) model is trained as a feed-forward neural networks model with a single hidden layer and lagged inputs for forecasting univariate time series. NNAR\((p,P,k)\) model has three components: \(p\), \(P\) & \(k\): \(p\) denotes the number of lagged values that are used as inputs, \(P\) denotes the number of seasonal lags and \(k\) denotes the number of hidden nodes that are present. In this case, the
procedure automatically generates NNAR(3,1,2)[12] model. Figure 13a presents the point forecasts while Figure 13b presents the prediction intervals.

Figure 13a and 13b  NNAR forecasts of monthly death rates per 100,000 persons

4.2 Choosing the best forecasting model

Across the five models there is significant variation in the accuracy of the forecasts and projections. One way to choose amongst the models is to compare their residuals to see how adequately a model has captured the information in the data that was excluded from the training data. The residuals are equal to the difference between the observed values and the corresponding fitted values: $e_t = y_t - \hat{y}_t$.

A good forecasting method will yield residuals that are uncorrelated over successive time periods. If there are correlations between residuals, then there is information left in the
residuals which should be used in computing forecasts. Also, the residuals should have zero mean. If the residuals have a mean other than zero, then the forecasts are biased. In addition, it is also useful for the residuals to be approximately normally distributed and have constant variance.

Many models may meet the above criteria. MAPE (mean absolute percentage error) is the average of the absolute percentage errors of forecasts. It is the most commonly used measure of forecast accuracy since it is easy to understand conceptually and it has the advantages of scale-independency and interpretability (Kim & Kim, 2016). However, MAPE becomes highly skewed when observed values in the time series are close to zero and infinite when observations equal to zero, making it unsuitable for some time series that have low report values. The death rates data does not fall into this category, which makes MAPE an ideal measure.

The ETS (MAPE=7.44%) and TBATS (MAPE=7.52%) models have the lowest average error values. The ARIMA and NNAR models also perform reasonably well by this measure (MAPE=9.70% and 9.35% respectively) whereas the STL model performs relatively poorly (MAPE = 16.33%).

Looking at the two preferred forecast models based on the lowest MAPE the figures below produce time plots, ACF plots and histograms of the residuals (with an overlaid normal distributions for comparison).

Figure 14 ETS model diagnostic plots
The above graphs show that the ETS and TBATS methods produce forecasts that appear to account for all available information. The means of the residuals in these two methods are close to zero and there is no significant correlation in the series of residuals. In these two methods, we see that in the ACF plots, the spikes are within the required limits except for one spike in ETS model. Since the autocorrelations are small, we conclude that the model does not exhibit a significant lack of fit. The time plot of the residuals shows that the variation of the residuals stays much the same across the historical data and therefore the residual variance can be treated as constant. This can also be seen on the histogram of the residuals. The histogram suggests that the residuals appear to be approximately normal for both models.

4.3 Comparing forecast accuracies to choose the final model

With reasonable predictions in both models, they can be graphically compared to see which one performs best visually, or how close they are in the forecasts for the 36 months of the test data, given in Figure 16.
Figure 16 Comparing ETS and TBATS model forecasts

Note. The red line indicates the predicted point forecasts of the ETS model while the green one indicates the same for the TBATS model.

4.4 Forecasting monthly suicide death rates for December 2018 till December 2020
The ETS model (due to the slightly smaller MAPE) was re-estimated using the complete monthly suicide death rates time series, January 2007 to November 2018, and forecast projected monthly suicide death rates for December 2018 to December 2020. The MAPE for the training dataset was 5.49%.

Figure 17a and 17b present the results of fitting this model. Refer to Appendix B for the predicted point estimates with 80% and 95% confidence intervals.
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Figure 17a  Exponential State Smoothing Model: Point Forecasts for December 2018 to December 2020

Note. The blue line indicates the observed dataset for monthly suicide death rates. The red line indicates the predicted point forecasts of the model.

Figure 17b  Exponential State Smoothing Model: Point Forecasts with Confidence Intervals for December 2018 to December 2020

Note. The blue line indicates the observed dataset for monthly suicide death rates. The red line indicates the predicted point forecasts of the model. The dark red shaded area indicates the 80% confidence interval around the point forecasts. The pink shaded area indicates the 95% confidence interval around the point forecasts.
Discussion and concluding comments

Suicide is a major cause of death in Australia, resulting in significant loss of expected years of life. Better understanding trends in suicide, and developing Australia’s suicide forecasting capability has the potential to strengthen our public health planning and responses and improve evaluation of prevention or intervention initiatives.

Increased robustness of suicide monitoring additionally provides opportunities to measure the impact of large events such as the recent Black Summer bushfires and the COVID-19 pandemic. The aim of this paper was to describe, model, and project suicide rates based on historic, monthly count data provided by the AIHW. The combined impact on data quality of late death registrations and the revisions processes were also accounted for within our methodology.

Based on our descriptive and econometric analysis, we conclude that there has been an increasing rate of suicide over the time period (2007 to 2018). A linear trend model estimates that an average of 43.2 additional people are likely to have died by suicide per 31-day month for a population of 25 million Australians at the end of the time period, when compared to the number of suicide deaths at the beginning of the time period, even after controlling for population growth. However, a more flexible trend analysis suggests that death rates appear to have been reasonably steady up until 2010, increased from 2010 till 2015, and then fluctuated thereafter.

Overall, the observed trend is quite similar for males and females. However, death rates for males appear to have been approximately three times greater than for females at any given point in time. By the end of the period, suicide rates were highest in the Northern Territory, Queensland, and Western Australia. There appears to have been a positive trend in suicide rates in NSW, Queensland and, to a lesser extent, Western Australia with all other States/Territories having a relatively flat profile.

Furthermore, we observe that there is a consistent monthly variation with January and February having the highest rates of suicide, and April to July having the lowest rates. Across the period, the month of June had an average of 0.006 fewer deaths each day per 100,000 persons compared to January, or 1.4 fewer deaths per day for a population of 25 million persons.

Based on the observed data, we were able to test a number of projection models, concluding that an ETS model (exponential smoothing within a state space framework) best fits the observed data when 75 per cent of our observations are used to train the model, and the other 25 per cent of our observations are used to test it. Having built and tested this model, we were able to project the likely suicide rates beyond the current observation window, alongside plausible upper and lower bounds based on the existing observations.

An important area of future work is to test our projection model (for December 2018 and beyond) with observed data once it becomes available. While this data will only be preliminary, it will allow us to measure whether a model built on data up until the end of 2018 can accurately project suicide rates beyond that period. Once data becomes available for the COVID-19 period, we will also be able to test whether observed suicide rates are above what would have been projected in the absence of this external shock.

A second area of future analysis is to replicate the model building and projections for population subgroups within Australia. We have shown that males and females have different
rates of suicide, and somewhat different trends. However, other yearly data suggests that there is also variation by age group, State/Territory, and ethnicity. While there is likely to be more random variation in the data the smaller the population size, our methodology allows us to capture this in the projection intervals.

One of the benefits of re-estimating the projections for smaller population sub-groups is that they may be affected differently by exogenous shocks. For example, if one jurisdiction, age group, or small area was exposed to an external shock and other wasn’t, then if the observed suicide rates for that sub-group was outside of the projection range whereas this does not occur for the rest of the country (essentially a difference-in-difference model), then this provides even stronger evidence for an effect of that exogenous shock on suicide.

Ultimately, to identify effective policy responses to minimize deaths from suicide in the community, it is important for high-quality data to be available, for that data to be analysed and understood using rigorous data techniques, and for conclusions on future or observed changes to take into account the significant variation and uncertainty in suicide by month and by other characteristics. The forecasting model that we have developed will hopefully contribute to this monitoring and analytical endeavour.
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Appendix A  
Time series figures for states and territories

Appendix Figure 1  
Monthly Counts of Suicide Deaths in NSW: January 2007 to November 2018

Appendix Figure 2  
Monthly Counts of Suicide Deaths in VIC: January 2007 to November 2018
Appendix Figure 3   Monthly Counts of Suicide Deaths in QLD: January 2007 to November 2018

Appendix Figure 4   Monthly Counts of Suicide Deaths in WA: January 2007 to November 2018
Appendix Figure 5  Monthly Counts of Suicide Deaths in TAS: January 2007 to November 2018

Appendix Figure 6  Monthly Counts of Suicide Deaths in SA: January 2007 to November 2018
Appendix Figure 7    Monthly Counts of Suicide Deaths in NT: January 2007 to November 2018

Appendix Figure 8    Monthly Counts of Suicide Deaths in ACT: January 2007 to November 2018
### Appendix B  Projection values

**Appendix Table 1: Projected monthly suicide death rates per 100,000 population – December 2018 to December 2020**

<table>
<thead>
<tr>
<th>Month</th>
<th>Point projection</th>
<th>80% forecasting range</th>
<th>95% forecasting range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
</tr>
<tr>
<td>Dec-2018</td>
<td>1.05884720</td>
<td>1.05885</td>
<td>1.05885</td>
</tr>
<tr>
<td>Jan-2019</td>
<td>1.13741520</td>
<td>1.13742</td>
<td>1.13742</td>
</tr>
<tr>
<td>Feb-2019</td>
<td>1.03484820</td>
<td>1.03485</td>
<td>1.03485</td>
</tr>
<tr>
<td>Mar-2019</td>
<td>1.06864660</td>
<td>1.06865</td>
<td>1.06865</td>
</tr>
<tr>
<td>Apr-2019</td>
<td>0.95882740</td>
<td>0.95883</td>
<td>0.95883</td>
</tr>
<tr>
<td>May-2019</td>
<td>0.98875780</td>
<td>0.98876</td>
<td>0.98876</td>
</tr>
<tr>
<td>Jun-2019</td>
<td>0.93740550</td>
<td>0.93741</td>
<td>0.93741</td>
</tr>
<tr>
<td>Jul-2019</td>
<td>1.01724020</td>
<td>1.01724</td>
<td>1.01724</td>
</tr>
<tr>
<td>Aug-2019</td>
<td>1.03774720</td>
<td>1.03775</td>
<td>1.03775</td>
</tr>
<tr>
<td>Sep-2019</td>
<td>1.01818340</td>
<td>1.01818</td>
<td>1.01818</td>
</tr>
<tr>
<td>Oct-2019</td>
<td>1.07515640</td>
<td>1.07516</td>
<td>1.07516</td>
</tr>
<tr>
<td>Nov-2019</td>
<td>1.04787830</td>
<td>1.04788</td>
<td>1.04788</td>
</tr>
<tr>
<td>Dec-2019</td>
<td>1.05884720</td>
<td>1.05885</td>
<td>1.05885</td>
</tr>
<tr>
<td>Jan-2020</td>
<td>1.13741520</td>
<td>1.13742</td>
<td>1.13742</td>
</tr>
<tr>
<td>Feb-2020</td>
<td>1.03484820</td>
<td>1.03485</td>
<td>1.03485</td>
</tr>
<tr>
<td>Mar-2020</td>
<td>1.06864660</td>
<td>1.06865</td>
<td>1.06865</td>
</tr>
<tr>
<td>Apr-2020</td>
<td>0.95882740</td>
<td>0.95883</td>
<td>0.95883</td>
</tr>
<tr>
<td>May-2020</td>
<td>0.98875780</td>
<td>0.98876</td>
<td>0.98876</td>
</tr>
<tr>
<td>Jun-2020</td>
<td>0.93740550</td>
<td>0.93741</td>
<td>0.93741</td>
</tr>
<tr>
<td>Jul-2020</td>
<td>1.01724020</td>
<td>1.01724</td>
<td>1.01724</td>
</tr>
<tr>
<td>Aug-2020</td>
<td>1.03774720</td>
<td>1.03775</td>
<td>1.03775</td>
</tr>
<tr>
<td>Sep-2020</td>
<td>1.01818340</td>
<td>1.01818</td>
<td>1.01818</td>
</tr>
<tr>
<td>Oct-2020</td>
<td>1.07515640</td>
<td>1.07516</td>
<td>1.07516</td>
</tr>
<tr>
<td>Nov-2020</td>
<td>1.04787830</td>
<td>1.04788</td>
<td>1.04788</td>
</tr>
<tr>
<td>Dec-2020</td>
<td>1.05884720</td>
<td>1.05885</td>
<td>1.05885</td>
</tr>
</tbody>
</table>